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Abstract: We consider time critical supply chains in the Australia dairy industry and recovery policies in the presence of the ripple effect. Ripple effect is the impact of a disruption on supply chain economic performance and disruption-based scope of changes needed in the supply structures and parameters to preserve the resilience. First, we describe the ripple effect in general and one example of the ripple effect in the dairy supply chain in Australia. Second, we present a model for reactive recovery policies in the dairy supply chain under conditions of the ripple effect and exemplify them on a simulation example. The results of this study can be used in future for comparing proactive and reactive approaches to tackling the ripple effect from resilience and flexibility views.

Keywords: dairy supply chain; ripple effect; resilience; adaptation; program control; positional optimization

This is an extended version of the conference paper
1. Introduction

Decision-making in the case of disruptions is one of the main challenges in the supply chain (SC) operations and is closely related to designing robust and controllable networks (Schwartz et al. 2006, Ivanov et al. 2010, Wahdani et al. 2011, Peng et al. 2011, Garcia et al. 2012, Baghalian et al. 2013). In particular, this challenge is faced in the ripple effect.

Ripple effect is the impact of a disruption on SC performance and disruption-based scope of changes in the SC structures and parameters (Ivanov et al. 2014). Following a disruption, its effect ripples through the SC. The scope of the rippling and its impact on economic performance depends both on robustness reserves (e.g., redundancies like inventory or capacity buffers) and speed and scale of recovery measures (Hendricks and Singhal, 2005; Sheffi and Rice, 2005; Tomlin, 2006; Klibi et al. 2010, Bode et al., 2011; Ivanov and Sokolov, 2013; Kim and Tomlin, 2013).

Disruptions are hardly predictable. Therefore, their risk and SC resilience should be estimated at the design and planning stages (Bakhsi and Kleindorfer, 2009; Blackhurst et al., 2011). At the control stage, contingency plans (e.g., alternative suppliers or shipping routes) must happen quickly to expedite stabilization and recovery in order to ensure continuity of supply and avoid long-term impact. In implementing such recovery policies, companies need a tool supported by collaboration and SC visibility solutions for assessing the impact of disruption on the SC as well as the effects from redirecting material flows (Knemeyer et al. 2009, Hishamuddin et al., 2013).

Although a lot of research has been conducted in the area of SC resilience on the prediction stage, there is still a gap in research regarding the recovery policies. In addition, so called time-critical SCs, e.g., the SCs with highly perishable products have got only limited attention from the research community rather than electronics or automotive SCs. The analysis of the time-critical SCs requires application of dynamic methods and can be performed with the help of optimal control models.

In this study, we consider the ripple effect in the Australian dairy SC and recovery policies on the basis of dynamic control models. Due to high likelihood of different natural disruptions in Australia, many Australia dairy SCs can be considered as time-critical systems. This paper consists of two parts. The first part describes the ripple effect in general and one example of the ripple effect in the Australia dairy supply chain. The second part presents a model for reactive recovery policies in the dairy supply chain under conditions of the ripple effect and exemplifies them on a simulation example in the dairy SC under condi-
tions of the ripple effect. The paper is concluded by managerial insights and identifying future research avenues.

2. Literature Review

Recovery policies may include different elements such as back-up suppliers and inventory replacements (Ivanov et al. 2015, 2016). Since the focus of this study is on dynamic disruption and recovery analysis, we restrict ourselves to simulation and control approaches in this Section. Simulation approaches have been proved to be a suitable tool for analysis of SCD in terms of the ripple effect. Schmitt and Singh (2012) presented a quantitative estimation of the disruption risk at production and supply capacities in a multi-echelon SC using discrete-event simulation. They also consider dual sourcing as a contingency measure. The disruption risk is measured by “weeks of recovery” as the amplification of the disruption. Carvalho et al. (2012) analysed impacts of transportation disruptions on lead-time and overall costs in an automotive SC using ARENA-based simulation model.

Unnikrishnan and Figliozi (2011) developed a scenario-based model with an adaptive routing policy. Vahdani et al. (2011) applied fuzzy program evaluation and review technique to calculate the completion time of SC operations in the case of a severe disruption. Xu et al. (2014) used AnyLogic software and modelled SC as an agent system to study the disruption at suppliers and recovery policies on the SC service level.

Ivanov et al. (2013) included transportation reconfiguration in the case of SC disruptions into the SCD in a multi-period model based on a combination of LP and optimal control. Ivanov et al. (2014b) developed a model for multi-period and multi-commodity SCD with structure dynamics considerations. The original idea of these studies is SC description as a non-stationary dynamic control system along with a linear programming model. In contrast to MIP formulation, they distribute static and dynamic parameters between the LP and control models. Xu et al. (2014) developed an approach to predict SC resilience by including recovery measures that use the analogy to biological cells with the abilities to self-adaptation and self-recovery. Paul et al. (2014) analysed series of disruptions over time and presented an inventory control-based model to develop optimal recovery policies for real time disruption management for a two-stage batch production–inventory system with reliability considerations. They consider multiple disruptions and cases where new disruption may or may not affect the recovery plan of earlier disruptions.

It can be observed that reaction to disruptive events can be performed depending on the severity of disruptions as

- Parametrical adaptation or
- Structure adaptation
Parametrical adaptation represents the simplest case where stabilization and recovery are possible through tuning of some critical parameters like lead-time or inventory. Structure adaptation considers back-up supplier on contingency transportation plans. MIP formulations with facility fortification consider product shift to back-up suppliers if primary suppliers are disrupted. Inventory control models also suggest policies for recovery. Simulation techniques consider “what-if” scenarios which can be used by SC managers in the case of disruption occurrence to quickly estimate the recovery policies and impacts on operational and financial performance.

Summarizing, investment in SC protection can help to avoid many problems with disruptive events. However, it is impossible to avoid disruption completely. Simchi-Levi et al. (2014) underline that focus should be directed to the recovery policies regardless of what caused the disruption. Therefore, adaptation is needed to change SC plans, schedules or inventory policies in order to achieve the desired output performance. In this setting, SCs can be robust and stable only on the basis of decisions that are taken by people (unlike a pendulum, which returns to the stable state due to natural laws, without adaptation). In SCs, the adaptation (and more precisely, human-driven coordinated adaptation) is the precondition of stability and robustness (Ivanov and Sokolov, 2013).

Management science and operations research along with system dynamics and control theory contain a number of useful methods that can be used for analysis and for mitigating the ripple effect. Different methods are suited to different problems. No single technique is likely to prove a panacea in this field. While mathematical and stochastic optimization has its place at the SC design and planning stages without recovery considerations, they fail to throw much light on the dynamic behaviour of the SC. The implications of strategic SC design and tactical plans on SC performance at the execution and recovery stage can be enhanced by using models based on the dynamics of the execution processes.

3. CASE STUDY AND METHODOLOGY

3.1 Time-critical dairy supply chains in Australia

Dairy is the third largest agricultural industry in Australia, with a gross value of production of more than $4.6 billion. The Australian Dairy Industry is a large industry in need of sustained expansion of its international markets. This industry generates exports of almost $3 billion per year. While the domestic market offers only limited potential for expansion, there exist several good prospects for international market expansion. More than 60% of output is currently exported, mainly to Japan, Singapore, Malaysia, Indonesia and China. In terms of dairy production, the Australian dairy farmers produce around 9 billion litres of milk per year (36% is used for cheese production, 24% for skim milk, powder and butter; 24% for fresh milk; and 12% for whole milk powder (Department of Primary Industries 2010). While
Australia contributes just 2% of world milk production, it accounts for around 10% of world dairy trade, ranking third behind New Zealand and the European Union. Over 60% of annual milk production is exported, mainly to Japan, Singapore, Malaysia, Indonesia and China.

There are more than 8,000 dairy farms in Australia, which employ 21,500 people directly on-farm and almost 40,000 people industry-wide. Dairy manufacturing is a significant contributor to regional economies with annual sales valued at over $12 billion a year. To date, the dairy industry principle focus has been on technological innovation. Dairy is the most developed of the major agricultural industries in terms of the value added and therefore emphasizes the significance, challenges and opportunities of effective and innovation practices in supply chain management. Dairy sector is undergoing rapid change because of globalisation, emerging markets and the availability of new technologies and business practices, a highly competitive market (local and export), fluctuations in markets and productivity growth, the trend toward more outsourcing of activities, and the rapid development of IT. In addition, dairy farmers face challenges arising from declining productivity growth and increasing competition from overseas producers. In particular, declining productivity growth, especially when compared with some international competitors, represents one of the most significant challenges for the dairy industry.

Dairy supply chain structure can be seen in Figure 1:

![Dairy supply chain structure](image)

Figure 1. Dairy supply chain structure (Issar 2004)

Australian experiences a range of natural disasters including bushfires, floods, severe storms and cyclone Yasi. In October 2013, a series of bushfires occurred across the state of New South Wales. At the peak of the fires, on 18 October 2013, over 100 fires were burning across the state. The Queensland floods were followed by the 2011 Victorian floods which saw more than fifty communities in western and central Victoria also grapple with significant flooding. Severe Tropical Cyclone Yasi was a tropical cyclone that crossed the coast in northern Queensland, in the early hours of Thursday, 3 February 2011. Yasi originated from a tropical low near Fiji, intensified to a Category 3 cyclone on 31 January 2011 before the cyclone intensified to a Category 5 system. The cyclone's impact had been severe in some dairy regions.

The Australian dairy industry is working across the supply chain to mitigate the effects of extreme natural disasters. Transportation and particularly road access is essential to ensure dairy products (milk, yoghurt,
cheese etc) can be moved from farm to factory and then for the final products to be supplied to wholesalers or retailers and on to the final consumer.

3.2. Methodology

Two fundamental approaches to hedging time-critical dairy SC against the negative impacts of different disruptions – proactive and reactive can be proposed. Reactive approach aims at adjusting SC processes and structure in the presence of unexpected events. Proactive approach creates certain protection and takes into account possible perturbations while generating SC structures and execution plans.

The basis of the proposed methodology is control theoretic description of SCs as controllable dynamic systems with structure dynamics (Ivanov et al. 2010, Ivanov and Sokolov 2012a). This study is based on the scheduling SC model and algorithm in terms of optimal program control (OPC) (Ivanov and Sokolov 2012b). It is assumed in this study that a certain initial state \( x(T_0) \) is known and a schedule \( u(t) \) has been calculated. The developed SC schedule execution problem can be formulated: this is necessary to find a feasible control \( u(t), (t_i, t_f) \), that ensures the dynamic control model meets the constraint functions, and guides the dynamic system (i.e., the SC) \( \dot{x} = \varphi(t, x, u) \) from the initial state to the specified final state subject to given end conditions. If there are several feasible controls (schedules), then the best one (optimal) should be selected in order to maximize (minimize) a general performance indicator \( J_o \), taking into account priority coefficients \( \lambda \) of key performance indicators \( J_1...J_k \) (e.g., service level and costs):

\[
J_o = \sum_{k=1}^{K} \lambda_k J_k; \quad \lambda_k = 0; \quad \sum_{k=1}^{K} \lambda_k = 1.
\]  

(1)

In terms of OPC, the optimal program control of execution is at the same time the optimal SC schedule.

Based on the above-mentioned model and after describing SC planning stage in control terms, it becomes possible to analyse robustness as time functions and elaborate adaptation strategies. This is the goal of this paper. Robustness has to ensure for any time-invariant bounded uncertainties, SC is able to realize the performance of production and transportation execution and reject the disturbances. In the latter case, adaptation strategies have to be applied to recover the SC behaviour.

For experimental part, software AnyLogistix® has been used that is software for supply chain network design, analysis, and optimization. Simulation modeling methods allow us considering the details and specific traits of the SC elements. This allows not only visualizing network operations but also tracing
every process inside. In addition, using simulation allows us to observe the impact of different disruptions and recovery policies in time and consider gradual capacity degradation and recovery.

4. REACTIVE RECOVERY WITH THE HELP OF OPTIMAL PROGRAM CONTROL VS PROGRAM-POSITIONAL OPTIMIZATION

In accordance to different severity of disturbances, robustness and adaptation can be brought into correspondence to each other in order timely to derive necessary adaptation measures according to different deviations. Figure 1 depicts various variants of system behaviour changing in case of perturbation impacts to the system state $S_t^{(u)}$ of the initial $u(t)$.

The perturbation impacts cause various execution parameters’ deviations $\Delta p_i$ and operability decrease in relation to the SC goals $J = \{J_1, \ldots, J_c\}$. To match the robustness analysis and recovering the SC operability, we bring certain adaptation levels in correspondence to different deviations (Fig. 2).

![Figure 2. Dynamics of the SC execution (Ivanov and Sokolov 2010)](image)

Each recovery level characterizes a certain control loop in relation to deviations and corresponds to certain management actions. We distinguish parametric adaptation (i.e., rush orders), structural-functional adaptation (i.e., supplier structure changing), project goals adaptation (i.e., delivery delay), SC goals adaptation (i.e., network profit changing) as well as SC strategy and models adaptation. Operative decision making about SC reconfiguration and adjustment is based both on the planning and execution information (selection of adaptation level in case of certain parameter deviations is related to the robustness analysis). In case of deviations (both in future – a preventive adaptation, and during a current operation running – a reactive adaptation), a decision maker can timely take necessary steps for the SC adjustment.
Two control principles can be used: OPC and positional control (with a closed feedback loop). The adaptation by OPC has been considered in the study (Ivanov and Sokolov 2012a). Program control is simpler to compute and implement, while positional (feedback) control performs better in the presence of persistent disturbances. Additional possibility to address the adaptation issues is model predictive control (MPC) that has been recently applied to SC domain (Perea et al. 2000). MPC is out of scope of this study.

In hybrid strategies (Balashevich et al. 1994), at fixed instants the controller constructs feedback controls in response to the current system state, while in the intervals between these instants the controller uses programmed controls that correspond to the system state at the beginning of the interval. Such class of hybrid controls is quite natural for cases when the control law can be updated only at discrete time instants in the process of system operation, in particular where 1) the system state is measured continuously; 2) the state is measured only at discrete times. This is the case in SCs. That is why for further investigations into SC plan corrections combined program-positional control approach will be applied.

Let us assume that an optimal program for SC schedule execution control $u(t)$ has been calculated (Ivanov and Sokolov 2012a). This scheduling model in terms of OPC may be represented in the following form (Eq. 3):

$$
M = \begin{cases} 
  u(t) | \dot{x} = f(x, u, t); \\
  h_0(x(t_0)) \leq 0, h_1(x(t_f)) \leq 0; \\
  q^{(1)}(x, u) = 0, q^{(2)}(x, u) \leq 0,
\end{cases}
$$

where $h_0, h_1$ are given functions of end conditions at time $t = t_0, t = t_f$ and $q^{(1)}, q^{(2)}$ is the generalized notation of the linear and non-linear constraints respectively (Ivanov and Sokolov 2010). In order to determine the optimal adaptation program, the positional optimization method can be used. It is to decide on the best adaptation programs regarding the attainability of key performance indicators from the set $J$. For example, it may be necessary to compare the immediate adaptation program (i.e., the immediate recovery and return on the planned execution) or smooth adaptation program (i.e., constructing an alternative execution in anticipating new perturbations). Such analysis also involves adaptation costs which may vary in different strategies.

The following assumptions are made. Let us define planned execution program as $u_{pr}(t), x_{pr}(t)$. Perturbations (2) are assumed to be piecewise continuous functions. Information about current state $\tilde{x}(t)$ of the system in the model (3) is available at time points $t_0 \in [t_0, t_f]$ as the state vector $x_0$. The problem of plan cor-
rection consists of finding control $u_k(t)$ during the execution of control $u_{pr}(t)$ within the interval $[t_0, t_f)$ so that the perturbation impacts are compensated and the objective function (4) is minimized:

$$\tilde{J} = \int_{t_0}^{t_f} |x(t) - x_{pr}(t)| \, dt \rightarrow \min$$  \hspace{1cm} (5)

Denote $\tilde{y}(t) = \tilde{x}(t) - \tilde{x}_{pr}(t)$ as deviation vector and $w(t)$ as correcting control vector that can be found from $u_k(t) = u(t) + w(t)$. The found control $u_k(t)$ can be now used in the model (1). The constraints have now the form $q^{(0)}(y, u_k) = 0$, $q^{(2)}(y, u_k) \leq 0$.

This transforms the model (1) to the new model $\tilde{M}$. As proved in Ivanov and Sokolov (2012b), the model $\tilde{M}$, as the model $M$, is a linear finite-dimensional non-stationary dynamic system.

Consider the time horizon for which the scheduling problem has be solved $[t_0, t_f)$, $t_0 < t_f < +\infty$. Consider discretization step $h = (t_f - t_0)/L$, where $L$ is a large number. Define $w(t), t \in [t_0, t_f)$ as discrete control $w(t) = w(t_0 + lh)$ for $t \in [t_0 + lh, t_0 + (l + 1)h), \, l = 0, L-1$. In this class of discrete control, the control $w(t)$ will be searched for with the help of positional optimization.

Consider at time $\tau = t_{\sigma}$ the OPC problem for $\tilde{M}$. Denote $w(\tau | \tau, z)$ as optimal program control for position $(\tau, z)$; this is also optimal control of the auxiliary problem. Denote $Y(\tau)$ as a set of all possible initial states of $z = y(\tau)$ for which the problem has a solution for fixed $\tau$, $z = y(\tau), y(\tau) \in Y(\tau), t \in T(\tau) = [\tau, t_f)$ as proved in the study by Gabasov et al. (2005).

Taking into account particular features of the problem $\tilde{M}$ (non-stationarity, interval linear constraints on control $w(t)$, simultaneous optimization of assignment and flow distribution control), the method of numerical optimization of time-dependent multidimensional systems under polyhedral constraints can be used (Gabasov et al. 2005). The choice of this method is based on the specific form of constraints and independency from the discretization step $h$.

End conditions and performance indicator in the auxiliary problem can be expressed as $y(\tau) = y_\tau$, $y(t_f) = 0$, and $\tilde{J}_\tau(z) = \min_{\tau} \int_{\tau}^{t_f} |y(t)| \, dt$. Determine $w(i)$ consecutively in solving at each point of time $\tau = t_{\sigma}$ the auxiliary problem with new initial conditions $y(\tau = t_{\sigma}) = y_\sigma$.

From the technical point of view, the auxiliary problems belong to the OPC problem class with interval constraints. In the study (Gabasov et al. 2001) has been shown that they may be transformed in the case of
discrete control to linear programming (LP) problems with the band structure matrix which can be solved with adaptive methods.

5. GENERALIZED ALGORITHM
At the first stage, the basic model (1) is applied to find the OPC \( u_{pr}(t), x_{pr}(t) \). At the second stage, AS method is applied to analyse SC robustness. The result of this analysis is the upper and low bounds of the tolerance area (compare with Figure 1) for \( u_{pr}(t), x_{pr}(t) \) execution. In remaining within these bounds, SCs is guaranteed to execute performance and reject disturbances subject to the considered risk level. Finally, at the third stage SC execution has to be adapted in the case of disturbances.

Let us summarize the algorithm of program-positional SC control for the stage 3:

**Step 1.** Transformation of the model \( M \) to the model \( \hat{M} \).

**Step 2.** Generation of the deviation system, new constraint system, and goal function.

**Step 3.** Formation of the auxiliary problem of OPC with initial conditions \((t_0, x_0)\).

**Step 4.** Realisation of the synthesis procedure in the discrete control class \( w(t) = w(t_0 + lh) \) for \( t \in [t_0 + lh, t_0 + (l + 1)h) \), \( l = 0, L-1 \).

**Step 5.** Transformation of the auxiliary OPC problem to LP problem.

**Step 6.** Solution of the LP problem with the help of adaptive method on the set \( T(\tau) = [\tau, t_f) \).

**Step 7.** Implementation of the correcting control within the interval prior to the next information update point \((t_{\sigma+1}, x_{\sigma+1})\).

Components of the multi-objective vector \( J = \{J_1, ..., J_c\} \) for attainable sets can be selected according to the results of analysis made in (Jie et al. 2012) as follows: \( J = \{J_1: \text{costs}; J_2: \text{service level}; J_3: \text{quality}; J_4: \text{delivery time}\} \). Fig. 2 can be used as a basis for the development of control programs \( u_{pr}(t), x_{pr}(t) \) and recovery policies \( w(t) = w(t_0 + lh) \). Experimental results are currently under development.

6. SIMULATION EXAMPLE
The simulation has been performed in AnyLogistix® on a standard desktop computer. The simulation experiments have been done in regard to the following scenarios:
• Operating the SC with no disruptions

• Operating the SC without DCs in VIC and NSW

• Operating the SC without DCs in VIC and NSW with the use of a back-up DC near Melbourne and Sydney ports and using multiple sourcing

• Operating the SC without DCs in VIC and NSW using expensive emergency transportation means.

In each scenario, we are interested to compute:

• DCs’s revenues, costs and profits

• Revenue at customers

• Inventory dynamics at DCs

The analysis of the revenues, costs, and profits along with the inventory dynamics analysis may help us to identify the performance impacts of disruptions in regard to different recovery (contingency) policies in order to support the decision-making on selection of recovery policies in the SC.

6.1 Operating the SC with no disruptions

Consider a fragment of a diary SC in Australia that comprises three suppliers, five distribution centers (DC) and 24 customers (Fig. 2).
The SC employs the regional and single sourcing policy. Five DCs are located in Western Australia (WA), South Australia (SA), Victoria (VIC), Queensland (QLD), and New South Wales (NSW). The normally distributed demands with a mean $q$ at customers are given at a daily basis $t=1$ as shown in Table 1.

### Table 1 Demand data

<table>
<thead>
<tr>
<th>Customer</th>
<th>Daily Demand</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adelaide</td>
<td>125</td>
</tr>
<tr>
<td>Albany</td>
<td>150</td>
</tr>
<tr>
<td>Kalgoorlie</td>
<td>150</td>
</tr>
<tr>
<td>Geraldton</td>
<td>150</td>
</tr>
<tr>
<td>Portland</td>
<td>155</td>
</tr>
<tr>
<td>Calms</td>
<td>255</td>
</tr>
<tr>
<td>Brisbane</td>
<td>255</td>
</tr>
<tr>
<td>Canberra</td>
<td>255</td>
</tr>
<tr>
<td>Karratha</td>
<td>255</td>
</tr>
<tr>
<td>Windorah</td>
<td>255</td>
</tr>
<tr>
<td>Townsville</td>
<td>255</td>
</tr>
<tr>
<td>Mount Isa</td>
<td>255</td>
</tr>
<tr>
<td>Melbourne</td>
<td>555</td>
</tr>
<tr>
<td>Whyalla</td>
<td>125</td>
</tr>
<tr>
<td>Broken Hill</td>
<td>255</td>
</tr>
<tr>
<td>Port Lincoln</td>
<td>125</td>
</tr>
<tr>
<td>Newcastle</td>
<td>255</td>
</tr>
<tr>
<td>Gold Coast</td>
<td>255</td>
</tr>
<tr>
<td>Busselton</td>
<td>155</td>
</tr>
<tr>
<td>Bockhampton</td>
<td>255</td>
</tr>
<tr>
<td>Sydney</td>
<td>455</td>
</tr>
<tr>
<td>Griffith</td>
<td>255</td>
</tr>
<tr>
<td>Export 1 / Port Sydney</td>
<td>2,000</td>
</tr>
<tr>
<td>Export 2 / Port Melbourne</td>
<td>2,500</td>
</tr>
</tbody>
</table>

It can be observed that along with 22 national customers, there are two international customers with very high demand that are defined as „Export 1“ and „Export 2“ and located close to the international ports in Melbourne (VIC) and Sydney (NSW). Since export of diary product is very important for Australia, demand satisfaction at these customers is of high importance.

Further we are given inventory control policies at DCs as shown in Table 2.

### Table 2. Inventory control policies at DCs

<table>
<thead>
<tr>
<th>Facility</th>
<th>$s$ (re-order point)</th>
<th>$S$ (target inventory)</th>
</tr>
</thead>
</table>

...
<table>
<thead>
<tr>
<th>DC</th>
<th>800</th>
<th>1,200</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA</td>
<td>800</td>
<td>1,200</td>
</tr>
<tr>
<td>WA</td>
<td>800</td>
<td>1,200</td>
</tr>
<tr>
<td>VIC</td>
<td>2,800</td>
<td>5,000</td>
</tr>
<tr>
<td>QLD</td>
<td>1,300</td>
<td>2,000</td>
</tr>
<tr>
<td>NSW</td>
<td>4,000</td>
<td>6,000</td>
</tr>
</tbody>
</table>

For experiments, we assume (s,S) inventory control policies without initial stock. Selling price is set at $3 per litre and costs is set of $1 per litre. Transportation costs equals $0.001 x distance x shipment quantity. Transportation capacity is considered to be sufficient and allows LTL shipments.

The simulation results are shown in Fig. 4 and Table 3.
Fig. 4. DC performance and inventory dynamics when operating the SC without disruptions.
Table 3. Customer revenues when operating the SC without disruptions

<table>
<thead>
<tr>
<th>Customer</th>
<th>Revenue, $</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adelaide</td>
<td>26,625</td>
</tr>
<tr>
<td>Albany</td>
<td>53,550</td>
</tr>
<tr>
<td>Kalgoorlie</td>
<td>54,000</td>
</tr>
<tr>
<td>Geraldton</td>
<td>80,100</td>
</tr>
<tr>
<td>Portland</td>
<td>33,480</td>
</tr>
<tr>
<td>Calms</td>
<td>44,370</td>
</tr>
<tr>
<td>Brisbane</td>
<td>44,370</td>
</tr>
<tr>
<td>Canberra</td>
<td>62,730</td>
</tr>
<tr>
<td>Karratha</td>
<td>76,050</td>
</tr>
<tr>
<td>Windorah</td>
<td>44,370</td>
</tr>
<tr>
<td>Townsville</td>
<td>45,135</td>
</tr>
<tr>
<td>Mount Isa</td>
<td>43,605</td>
</tr>
<tr>
<td>Melbourne</td>
<td>89,910</td>
</tr>
<tr>
<td>Whyalla</td>
<td>21,000</td>
</tr>
<tr>
<td>Broken Hill</td>
<td>68,085</td>
</tr>
<tr>
<td>Port Lincoln</td>
<td>21,375</td>
</tr>
<tr>
<td>Newcastle</td>
<td>70,380</td>
</tr>
<tr>
<td>Gold Coast</td>
<td>44,370</td>
</tr>
<tr>
<td>Busselton</td>
<td>55,335</td>
</tr>
<tr>
<td>Bockhampton</td>
<td>765</td>
</tr>
<tr>
<td>Sydney</td>
<td>128,310</td>
</tr>
<tr>
<td>Griffith</td>
<td>55,845</td>
</tr>
<tr>
<td>Export 1 / Port Sydney</td>
<td>216,000</td>
</tr>
<tr>
<td>Export 2 / Port Melbourne</td>
<td>195,000</td>
</tr>
</tbody>
</table>

It can be observed from Fig. 4 and Table 3 that operating the SC without disruptions allows achieving total revenue at customers of $2,077,373, total revenue at DCs of $1,614,960 and total profit at DCs of $1,340,432.

6.2 Operating the SC without DCs in VIC and NSW

In this scenario, two DCs (VIC and NSW) are not available. The simulation results subject to the parameters from §6.1 are depicted in Fig. 5 and Table 4.
Fig. 5. DC performance when operating the SC without DCs in VIC and NSW

Table 4. Customer revenues when operating the SC without DCs in VIC and NSW

<table>
<thead>
<tr>
<th>Customer</th>
<th>Disruption case, Revenue, $</th>
<th>Revenue, $, if no disruption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adelaide</td>
<td>5,625</td>
<td>26,625</td>
</tr>
<tr>
<td>Albany</td>
<td>5,850</td>
<td>53,550</td>
</tr>
<tr>
<td>Kalgoorlie</td>
<td>54,000</td>
<td>54,000</td>
</tr>
<tr>
<td>Geraldton</td>
<td>107,100</td>
<td>80,100</td>
</tr>
<tr>
<td>Portland</td>
<td>6,510</td>
<td>33,480</td>
</tr>
</tbody>
</table>
It can be observed from Fig. 5 and Table 4 that the disruptions have significant performance impact. Operating the SC without DCs in VIC and NSW allows achieving total revenue at customers of $630,705 (instead of $2,077,373 without disruptions, i.e. a decrease in sales of 70%), total revenue at DCs of $660,315 (instead of $1,614,960, i.e. a decrease of 60%) and total profit at DCs of $449,028 (instead of $1,340,432, i.e. a decrease of 66%). It can be further observed that both export customers with the highest revenues and demand cannot be served at all. A possible solution can be establishment of a back-up DC near Melbourne and Sydney ports. This scenario will be investigated in § 6.3.

### 6.3 Operating the SC without DCs in VIC and NSW with the use of a back-up DC near Melbourne and Sydney ports and using multiple sourcing VIC, NSW, QLD and SA

This scenario implies a contingency plan in the form of a back-up DC (with the inventory policy $s=1,200; S=6,000$) near Melbourne and Sydney ports and using multiple sourcing VIC, NSW, QLD and SA. The simulation results are shown in Fig. 6.
Fig. 6. DC performance when operating the SC without DCs in VIC and NSW with the use of a back-up DC near Melbourne and Sydney ports and using multiple sourcing VIC, NSW, QLD and SA

Fig. 6 illustrate the simulation results when operating the SC without DCs in VIC and NSW with the use of a back-up DC near Melbourne and Sydney ports and using multiple sourcing VIC, NSW, QLD and SA. This recovery policy allows achieving total revenue at customers of $644,505 (instead of $630,705 without the back-up DC) and total revenue at DCs of $673,815 (instead of $660,315 without the back-up DC). It can be observed that only a small increase in revenues and sales can be achieved if using a back-up DC. This can be explained by the fact that not only the DCs but also the suppliers (i.e., the farmers and processing plants) are disrupted in the case of natural catastrophes in some regions.

6.4 Operating the SC without DCs in VIC and NSW using expensive emergency transportation means

In this setting, we consider the scenario similar to §2 but also include more severity in the disruption so that normal transportation routes cannot be used and expensive emergency transportation means with costs of $0.01 for km x weight are used (instead of normal costs o$0.01 for km x weight). In this case, total profit at all three DCs is decreased (SA= $-205,552, WA=$-614,624, QLD = $-743,356).

7. CONCLUSIONS

In this study, time critical SCs in the Australia dairy industry and recovery policies in the presence of the ripple effect have been considered. Ripple effect is the impact of a disruption on SC economic performance and disruption-based scope of changes needed in the supply structures and parameters to preserve the resilience. A dynamic model for reactive recovery policies in the dairy SC under conditions of the ripple effect and exemplifies them on a simulation example.

From a practical point of view, the results of the research in this domain are to provide operations and SC planners with new tools in order to support them in decisions on how to

• estimate the impact of possible perturbations on economic performance at the SC design and inventory planning stage
• quickly estimate the impact of real plan deviations on economic performance at the execution stage
• suggest efficient and effective stabilization and recovery measures.

The results of this study can be used in future for comparing proactive and reactive approaches to tackling the ripple effect from resilience and flexibility views. We considered SC resilience as a dynamic property that emerges through controlled adaptability on the basis of feedback loops. The simulation experiments have been done in regard to the normal operation mode, operating with disruptions, and operating with
disruptions and using recovery policies (contingency plans). In each scenario, we analysed performance impact of disruptions and recovery policies in regard to revenues, costs and profits.

For the considered example, we found out the performance impact of using a back-up DC and alternative transportation means. Such an analysis of the revenues, costs, and profits along with the inventory dynamics analysis may help the SC managers to identify the performance impacts of disruptions in regard to different recovery (contingency) policies in order to support the decision-making on employment of recovery policies in the SC.

In regard to the extension of this study, it is to mention that a crucial practical problem is to determine where exactly changes are needed: in the schedule, in the master plan or in the business plan. Such an analysis should incorporate multiple control loops including corresponding business-process models, quantitative models, and IT for gathering and processing real-time data. Decentralized interests of SC enterprises also have to be included in such analyses.

First, different control strategies regarding construction of the optimal recovery programs can be analysed. Here, basic cybernetic principles (critical events, final deviations, free trajectories and interim solutions) can be investigated. For example, an immediate adaptation program (i.e., immediate recovery and return on the planned execution) and smooth adaptation program (i.e., constructing an alternative execution in anticipation of new perturbations) can be compared. Second, different control objectives may be considered (e.g., maintaining planned economic performance, extremizing this performance through control, maintaining plan stability rather than recovering the planned economic performance, etc.).

Inventory and facility costs are not considered in this study since milk is a time critical product and DCs play the role of cross-docking points in the SC. In addition, costs of facility fortification need to be addressed in future along with creation of more complex cases with multiple products, inclusion factory and supplier capacities, and investigating impact of different inventory control policies.

In future, the focus of this research may be directed to computational analysis and comparison of different recovery policies with regard to some empirical data sets the collection of each is currently under development. In addition, elements of recovery should be considered integrated with proactive models. Such integration requires simultaneous consideration of both the static structural properties of SCD and execution dynamics subject to uncertainty and disruptions. The efficient application of model-based support for any quantitative analysis implies clear description of control processes in the case of different deviations and disturbances. Such processes (i.e., control loops) should also include different control objectives and strategies (e.g., recovering planned execution, maintaining plan stability, minimizing future impacts, etc.).
In addition, impacts of control actions on economic performance and related costs of control have not so far found sufficient consideration in the literature.
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